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Collective animal behaviour is a subfield of behavioural ecology, making extensive use of its tools of
observation, experimental manipulation and model building. However, a fundamental behavioural
ecology approach, the application of optimality theory, has been comparatively neglected in collective
animal behaviour. This article seeks to address this imbalance, by outlining an evolutionary theory
framework for the discipline. The application of optimality theory to collective animal behaviour requires
a number of questions to be addressed. First, what is the correct quantity to optimize? This can be
achieved via a combination of considering the organisms' life history, alongside tools such as statistical
decision theory and stochastic dynamic programming. Second, what mechanism is appropriate for
optimal behaviour? This involves ensuring that models are self-consistent rather than assuming
parameter values. Third, at what level of selection does optimization act? Selection acts on the individual
except in very particular circumstances, yet collective animal behaviour phenomena are group level, thus
introducing a risk of confusing at what level adaptive properties emerge. This article presents examples
under each of the three questions, as well as discussing mismatches between theory and observation. In
doing so, it is hoped that collective animal behaviour fully inherits the tools and philosophy of its parent
discipline of behavioural ecology.
© 2024 The Author(s). Published by Elsevier Ltd on behalf of The Association for the Study of Animal

Behaviour. This is an open access article under the CC BY license (http://creativecommons.org/licenses/
by/4.0/).
Behavioural ecology aims ‘to try and understand how an ani-
mal's behaviour is adapted to the environment in which it lives'
(Davies et al., 2012, p. 5). One of the discipline's founding figures,
Nikolaas Tinbergen, posed four questions for behavioural biologists
(Table 1); these questions can be characterized according to
whether they provide a static or a dynamic account of behaviour
and, also, in thinking congruent with that of Ernst Mayr (Mayr,
1961), whether they provide an ultimate (evolutionary) or proxi-
mate (developmental/causal) view (Tinbergen, 1963). In this article
we argue that the dynamic and ultimate views on collective animal
behaviour have received much less attention compared to the large
literature focused on static behaviour and its proximate causes.

Given its aims, the methods of behavioural ecology are typically
characterized by (controlled) experimental observation of animal
behaviour, coupled with optimality analyses of behaviour.
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Examples of the latter are diverse and cover specific examples, such
as mating behaviour of flies (Parker et al., 1993) and patch foraging
behaviour (Pleasants, 1989), as well as the application of tools such
as evolutionary game theory (Smith, 1982; Smith & Price, 1973),
statistical decision theory (McNamara & Houston, 1980) and sto-
chastic dynamic programming (Houston & McNamara, 1999;
McNamara & Houston, 1980). As the opening quote in this section
shows, the logic of applying optimality theory is broadly that nat-
ural selection is an optimizing agent, and hence animal behaviour is
expected to be well fitted to its typical environment (Davies et al.,
2012; Parker & Smith, 1990). Two types of optimal trait are typi-
cally identifiable: frequency dependent and frequency independent
(Parker & Smith, 1990). Frequency-dependent traits are often
analysed using evolutionary game theory, whereas frequency-
independent traits are analysed using tools imported from engi-
neering and statistics, such as stochastic dynamic programming
(Mangel& Clark, 1988) and signal detection theory (Green& Swets,
1966).

The application of optimality theory is caveated, however, by
noting that it can be easy to misidentify the true target of optimi-
zation for natural selection (Parker & Smith, 1990), that controlled
experiments, especially lab-based, may take animal behaviour
for the Study of Animal Behaviour. This is an open access article under the CC BY
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Table 1
Tinbergen's ‘Four Questions’ (Tinbergen, 1963), categorized according to ultimate versus proximate (Mayr, 1961), and static versus dynamic views

Static view Dynamic view

Proximate view How is the behaviour generated? (Physiology, e.g.
Seeley et al., 2012; Couzin et al., 2002; Couzin & Franks,
2003)

How does the behaviour develop? (Ontogeny, e.g. Reid et al.,
2015)

Ultimate view How is the behaviour advantageous? (Survival value,
e.g. Rands et al., 2003; Bazazi et al., 2016; Hunt et al.,
2020; Mann, 2018; Mann, 2020; Marshall et al., 2019;
Reina & Marshall, 2022)

How did the behaviour evolve? (Phylogeny, e.g. Reina &
Marshall, 2022)

Examples from collective animal behaviour, including some discussed in this article, are situated within this matrix according to the question or questions they answer. Since
this article focuses on the ultimate view, such studies are overrepresented compared to their true frequency in the literature, as discussed in the text.
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outside of its typical environment (Fawcett et al., 2014), and that
constraints including robustness may impact the extent to which
narrowly defined optimality can be achieved (McNamara &
Houston, 2009).

Over the past few decades, the study of collective animal
behaviour has emerged as a subfield of behavioural ecology (e.g.
Sumpter, 2010), and been incorporated into standard textbooks
(Davies et al., 2012). However, optimality theory, one of the afore-
mentioned twin pillars of behavioural ecology, is limited in text-
book descriptions of, and in published research into, collective
animal behaviour. For example, of 24 pages on optimality models
listed in the index of the field's primary textbook (Davies et al.,
2012), none feature in the chapter on living in groups; in fact
optimality models do feature in this chapter, but are primarily
focused on the behaviour of individuals living within the context of
groups (frequency-dependent optimal traits, e.g. evolutionarily
stable vigilance levels in groups, McNamara & Houston, 1992;
foraging strategies in groups, Mesterton-Gibbons&Dugatkin,1999;
optimal versus stable group sizes, Sibly, 1983), with only a brief
reference to a genuine group level ‘wisdom of the crowd’ effect in
which pooled estimates of something are more accurate than
typical individual estimates (Galton, 1907). In contrast, group level
behaviours such as shoaling by fish (Couzin et al., 2002) and traffic
flow in social insects (Couzin & Franks, 2003) are described
alongside computationalmodels ofmechanisms giving rise to these
behaviours. Similarly, in the index of an influential textbook of the
collective animal behaviour subfield (Sumpter, 2010), optimality
features only in the context of optimal and stable group sizes (e.g.
Ame et al., 2006; Sibly, 1983); again, however, other optimality
models in the context of living within groups do feature, with
similar examples to those just mentioned including group foraging
(Vickery et al., 1991) and synchronization (Rands et al., 2003).

In addition, in research articles, there is only a comparatively
small literature on the application of optimality theory to collective
animal behaviour, examples of which are given below. When
optimality reasoning is applied to collective animal behaviour,
however, it is easy to apply it at the incorrect level of organization,
neglecting crucial details of natural selection theory in the process.
Alternatively, the models presented can be partially analysed, with
hidden assumptions that drastically change the conclusions drawn;
this violates the principle of ‘self-consistency’ previously developed
by theoreticians in behavioural ecology (e.g. Houston&McNamara,
2002).

The focus of collective animal behaviour on proximate expla-
nations for behaviour comes despite Tinbergen himself proposing a
number of interesting ultimate explanation questions for collective
behaviour, such as why birds flock densely when attacked by a bird
of prey (Tinbergen,1963, p. 417), considering the adaptive benefit of
the waggle-dance for honey bees, Apis mellifera, in both foraging
and swarming (Tinbergen, 1963, p. 419), and arguing that the
‘Physiology of Behaviour’ he proposed should also seek to explain
‘supra-individual societies’ (Tinbergen, 1963, p. 416). It is the
purpose of the present article, therefore, to argue for an overdue
shift in the field to embrace the tools of optimality theory and their
application to collective animal behaviour models. To achieve this,
we highlight three key questions to help guide such applications,
with motivating examples from the literature of how these ques-
tions are addressed. The examples focus primarily on the relatively
recent application of decision theory and stochastic dynamic pro-
gramming to collective animal behaviour; other areas, such as
collective motion, will require appropriate optimality theory to be
imported or developed. The summary thesis expressed is that in
order to faithfully explain both collective animal behaviour as it is
and propose theories that may guide empirical research into col-
lective animal behaviour, it is essential to always bear questions
such as these in mind.

It is worth noting that, while both collective animal behaviour
and its parent discipline, behavioural ecology, focus on animal
behaviour, there is growing realization than nonanimal organisms
exhibit interesting and rich behaviours, which can fruitfully be
studied through the lens of evolution, for example unicellular or-
ganisms (Miller & Bassler, 2001) and even cells within a body
(Coburn et al., 2013; Davidescu et al., 2023). Hence although
throughout this article we use the phrase ‘collective animal
behaviour’, it should be remembered that in principle the argu-
ments we seek to make here should apply equally to any other
collective biological system that is the product of evolution through
natural selection.

THREE QUESTIONS FOR COLLECTIVE ANIMAL BEHAVIOUR
MODELS

In our view, in applying optimality theory to any collective
behaviour it is essential to answer not four questions, but three; in
fact, these three questions are general ones that any application of
optimality theory requires to be answered correctly, but they are
here illustrated with reference to failures, and successes, in doing
so for collective animal behaviour models. As we show below, the
final question, when applied to collective animal behaviour, also
has the potential to generate interesting juxtapositions between
optimality at different levels that are not seen when considering
individual organisms alone.

The three questions, illustrated in Fig. 1, are as follows. Question
A: what quantity should be optimized? Question B: what behav-
ioural mechanism should be used? Question C: at what level should
behaviour be optimized?

Question A: What Quantity Should Be Optimized?

In any optimization problem an objective function, or quantity
to optimize, must be identified. In analysing any system under
natural selection, the ultimate answer to this question has to be
evolutionary fitness, properly defined in terms of long-term
evolutionary descendants (McNamara et al., 2011; Metz et al.,
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Figure 1. There are three main questions that one should answer when applying optimality theory to collective animal behaviour. For each question, we depict representative
examples. (a) What quantity should the group optimize? For example, honey bees making collective decisions on their future nest site location may be optimizing different
quantities; they may optimize the speedevalue trade-off (Seeley et al., 2012), optimize the speedecohesion trade-off (Franks et al., 2013), or consider other criteria such as the sites'
distance (Franks et al., 2008). (b) What mechanisms should be used? For example, when a group makes a binary collective decision, to flee or not to flee from a possible predator, the
optimal rule to integrate social information may be different depending on the costs of an incorrect decision; possible rules can be to follow the majority of votes (King & Cowlishaw,
2007), use a super- or submajority quorum (Marshall et al., 2019), or simply follow the individual spontaneously identified as the group leader through confidence signalling
(Marshall et al., 2017; Reina et al., 2022). (c) At what level is natural selection optimizing the behaviour? For example, starlings are self-interested individuals which aim to
maximize individual fitness rather than flock fitness; therefore, their collective behaviour during coordinated flights (Cavagna et al., 2010) evolved to bring an individual level
advantage. Instead, eusocial insects, such as honey bees, are selected primarily at the colony level and therefore their behaviour has been optimized to maximize the fitness of the
group (Holldobler & Wilson, 2009; Wheeler, 1926).
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1992), although even this is nuanced by inclusive fitness consid-
erations (Hamilton, 1964; Marshall, 2015). Ultimate evolutionary
payoffs must, however, be related back to intermediate behavioural
objectives; in behavioural ecology this is formalized in the concept
of reproductive value (McNamara&Houston,1986), although again
yet further proxies must often be introduced in analysing any
behaviour not directly relating to reproductive decision making.
Hence here we consider three different types of behaviour: col-
lective decision making, collective emigration and collective
foraging.

Example 1: collective decision making
Collective and decentralized decision making has emerged as a

rich subfield of collective animal behaviour, with applications in
collective foraging (e.g. Robinson et al., 2005), predator avoidance
(e.g. van der Marel et al., 2019) and (e)migration (e.g. Seeley &
Visscher, 2004). In analysing collective decisions, it has been
common to import criteria from neuroscience and psychology. In
particular, excellent work has been done in the application of
optimal decision theory to perceptual decisions (Bogacz et al.,
2006). This research has shown that the mechanism to achieve
the theoretically best compromise between the speed and accuracy
of decision making is the drift diffusion model (Ratcliff, 1978), a
simple description of decision making that implements the statis-
tically optimal sequential probability ratio test (Wald & Wolfowitz,
1948). Therefore, there is an implicit assumption in psychology and
neuroscience, imported into collective animal behaviour (Franks
et al., 2003; Latty & Beekman, 2011; Marshall et al., 2009), that it
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is speedeaccuracy trade-offs that should be optimized. However,
while this assumption is sound when decisions are rewarded by
whether they are correct or not, which frequently occurs in labo-
ratory experiments, in the naturalistic decisions that behaviours
evolved to solve decisions are frequently rewarded by the value of
an option selected. Thus speedeaccuracy trade-offs are unlikely to
be optimized for many common decisions; rather, optimization
may act on the speedevalue trade-off (Pirrone et al., 2014, 2022).
While it can be argued that in psychological and neuroscientific
experiments subjects should be able to optimize the decision
problem they are actually faced with (e.g. Fudenberg et al., 2018), it
is more likely that for sufficiently simple decision tasks the mech-
anisms used actually function as if solving the decision problem
they were evolved for (Pirrone et al., 2014, 2022). Furthermore, for
collective animal behaviour it is even less likely that a decentralized
decision system, without any potential for topedown cognitive
control, can adapt to solve problems other that those it evolved to.

As we discussed above, the optimality toolkit of behavioural
ecology includes methods to determine how sequential decisions
should be made optimally, in the form of (stochastic) dynamic
programming. Within neuroscience this has recently been applied
to the field of value-based decision making (Tajima et al., 2016,
2019). Interestingly, these analyses predict that value-based de-
cisions are also optimally solved by a version of the drift diffusion
model, which exhibits the characteristic of insensitivity of reaction
times to the absolute magnitude of alternatives under consider-
ation. Thus, it appears that value-based decisions should be opti-
mized by precisely the same mechanism as perceptual decisions. A
resolution to this comes from realizing that the results of Tajima
et al. (2016, 2019) rest on an unrealistic assumption, that the cost
of time is purely linear (i.e. the optimized quantity is the expected
decision payoff in terms of linearly discounted time). While a linear
cost of time may be the case for many laboratory experiments,
where for example there is a fixed total experimental duration so
time spent on one trial takes an equal quantity of time away from
future trials, in naturalistic decision scenarios, as in dynamic pro-
gramming, it is more usual to assume that time spent not deciding
increases the chance that an option becomes unavailable, due to
interruption, competition, etc. When time is discounted multipli-
catively in this way the drift diffusion model is no longer optimal
(Marshall, 2019; Marshall et al., 2021; Steverson et al., 2019), and
phenomena such as magnitude-sensitive reaction times are pre-
dicted, which aligns with experimental observations in psychology
of both perceptual and value-based decisions (Pirrone et al., 2018;
Teodorescu et al., 2016). Of particular relevance for this article, the
search for magnitude-sensitive reaction times originated with the
analysis of a model of collective decision making during nest site
selection by honey bee swarms (Pais et al., 2013; Seeley et al., 2012).
This search led to a reconsideration of the quantity for optimization
in both individual and collective decision making (Pirrone et al.,
2022; Reina et al., 2023; Teodorescu et al., 2016).

Example 2: collective emigration
As well as misidentifying accuracy as being of key significance

for decisions in collective emigration, as outlined immediately
above in example 1, other criteria exist that need to be considered,
especially for social insects. Social insect colonies such as those of
ants and honey bees are tightly functionally integrated superor-
ganisms (Oster & Wilson, 1978; Wheeler, 1911); thus, in social in-
sect emigrations it is important to ensure cohesion of the colony.
Franks et al. (2013) identified a speedecohesion trade-off for
emigrating colonies; while selecting the best of the available nest
sites is crucial for a colony of social insects, it is also essential that a
high degree of unanimity is reached, so that all colony members
end up in the same site. Utilizing information-theoretic measures,
Franks et al. (2013) showed that in decisions over multiple alter-
native nest sites, the accuracy of a decision becomes increasingly
decoupled from the cohesion of the decision, indicating that opti-
mizing the speedeaccuracy trade-off by itself is not sufficient to
guarantee cohesion of the colony. While speedevalue trade-offs for
decisions such as nest site selection are now replacing
speedeaccuracy trade-offs (see example 1 above), the logic for the
decoupling of accuracy and cohesion can, in principle, also be
generalized to the case of decision value and cohesion.

Example 3: collective foraging
In individual foraging, theory has been developed to determine

the correct optimization criterion, such as energetic intake
(Charnov, 1976), or energetic efficiency (Kacelnik et al., 1986) for
example. In collective foraging, further complexity is added to the
optimization problem. For example, colonies can target an ideal
free distribution (Tregenza, 1995), or they can approximate prob-
ability matching which may be optimal under some scenarios
(Kelly, 1956). Colonies can use positive feedback to recruit foragers
when scarce resources are detected (Shaffer et al., 2013), or use
negative feedback to stop recruitment when resource patches have
become exhausted (Robinson et al., 2005) or are dangerous (Nieh,
2010). As well as simple net energetic maximization, superorgan-
isms can also targetmore complex nutritional requirements (Bazazi
et al., 2016) just as individually optimal agents can (Houston et al.,
2011; Marshall et al., 2015). However, few analyses consider the
importance of variability in performance. Reina and Marshall
(2022) considered precisely this problem, when they showed that
negative feedback signals can be an important regulatory function
in recruitment systems based on positive feedback, reducing vari-
ance around target foraging distributions, and implementing
speedeadaptation trade-offs in dynamic environments. Other work
has investigated how a social insect colony can collectively maxi-
mize its exploration efficiency when searching for food in an un-
known environment. Hunt et al. (2020) have taken the optimality
result for probability matching in foraging (Kelly, 1956), and asked
how an ant colony can function as a Bayesian superorganism. This
approach derives appropriate behavioural rules from sampling
theory, such as Markov Chain Monte Carlo, then examines behav-
ioural rules for ants that can approximate this, and evaluates their
behaviour against these rules.

Foraging in an unknown environment also requires the opti-
mization of the exploreeexploit trade-off. For example, optimality
theory, in the form of the dynamic programming approach
described in example 1 above, has been applied to decentralized
decision making by slime moulds (Physarum) solving a classical
statistical decision problem, the two-armed bandit (Reid et al.,
2016). This problem, in which an agent must sample between
noisy sources before finally committing exclusively to one source,
formalizes the exploreeexploit trade-off and is a reasonable
approximation of the foraging problem for Physarum. The optimal
solution of this problem, the Gittins index, has also inspired neu-
roscientists (Cohen et al., 2007), and was used by Reid et al. (2016)
as a theoretical limit to evaluate real organismal performance, and
approximation heuristics, against. Elsewhere in the field of collec-
tive animal behaviour, dynamic programming has been used to
derive leader/follower dynamics in foraging pairs (Rands et al.,
2003).

During collective foraging social insects coordinate their
behaviour, forming efficient transport networks connecting the
nest and food sources (Chandrasekhar et al., 2021) or multiple nests
(Cook et al., 2014). While the initial intuition assumed that the
colony would minimize the length of the transport network, recent
research has shown different results. In fact, when needed, turtle
ants, Cephalotes goniodontus, sacrificed path length (i.e. chose
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comparatively longer paths) in favour of network robustness (Cook
et al., 2014) and traffic coherence (Chandrasekhar et al., 2021).

In summarizing Question A, the optimized quantity depends on
the task as well as the constraints and needs of each species and
their ecology. For collective foraging, for example, we have shown
that it is a complex process involving multiple activities, such as
exploration of the environment, distribution of animals among the
different resources, creation and maintenance of transport net-
works; the collective behaviours to perform each of these activities
can be analysed in terms of optimal strategies, and careful
consideration is required of the appropriate quantities to optimize,
such as energy intake, energy efficiency, search efficiency,
exploreeexploit trade-off and transport network robustness.

Question B: What Behavioural Mechanism Should Be Used?

Having established the quantity that should be optimized, the
next important question is to identify what behavioural mecha-
nism should be used. This is closely related to the challenge of ‘self-
consistency’ in evolutionary modelling, in which at its simplest
important quantities or parameters in models should be conse-
quences of the modelling, rather than assumptions being fed into it
(Houston & McNamara, 2002). In individual behaviour this is well
illustrated bymodels that seek to explain the evolution of optimism
and pessimism in decision making (Johnson& Fowler, 2011), which
may be traced back to an arbitrary assumption that individuals only
choose options having a probability greater than one half, regard-
less of priors and relative costs and benefits of choice outcomes
(Marshall et al., 2013).

Example 1: simple majority quorum rules
For our examples of identifying behavioural mechanisms that

are not self-consistent, we turn to a mainstay of collective animal
behaviour research, the ‘wisdom of the crowd’ as manifested in the
‘Condorcet jury theorem’ (King & Cowlishaw, 2007). This simple
combinatorial argument that shows how integrating votes im-
proves group decision accuracy has formed the basis for arguments
that increasing group size can lead to worse decisions by groups
than by individuals (King & Cowlishaw, 2007) or, similarly, that
group decision accuracy is maximized by intermediate group sizes
(Kao & Couzin, 2014). Both of these studies, however, rest on hid-
den assumptions in the application of the simple Condorcet argu-
ment: first, a decision ecology assumption that there is only one
type of error in any decision problem, and second, a self-
consistency assumption that majority voting is the best decision
mechanism to use.

In fact, both assumptions turn out to be crucial in correctly
applying optimality theory to collective decisions of this nature.
First, it must be understood that any simple decision has two
possible error types: for example, incorrectly identifying that a
predator is absent when it is present, and incorrectly identifying
that a predator is present when it is absent. Different error types in
an organism's natural environment can have very different costs
and benefits for the decision-maker and may also occur with very
different frequencies. Appreciating this subtlety, and building on
earlier work (Wolf et al., 2013) in analysing for effective non-
majority decision thresholds, allowedMarshall et al. (2019) to show
conditions under which simplistic Condorcet reasoning can make
systematically incorrect predictions about how groups can and
should reach decisions; in doing so they showed how sub- and
supermajority decision thresholds optimally relate to decision
ecology, namely the costs of different error types and the prior
probabilities of different states of the world (Marshall et al., 2019).

Similarly reliant on an assumption of a simple majority decision
rule is themodel of Kao and Couzin (2014), which shows howgroup
decision accuracy can be maximized by intermediate group sizes,
rather than additional decision-makers always improving collec-
tive decisions. This model considers decision-makers choosing
whether to attend to a low reliability uncorrelated cue (i.e.
amenable to the wisdom of the crowd effect through multiple
observations), or a high reliability correlated cue (i.e. no improve-
ment from multiple observations, due to correlation). Each indi-
vidual decides which cue to attend to through a probabilistic
‘voting strategy’, then observes the indicated cue, and votes
accordingly with the group decision reached via amajority decision
rule as in the standard Condorcet model. Kao and Couzin (2014)
showed that group accuracy is maximized at intermediate group
sizes when the behaviour of the individual is based on a given set of
voting strategies and majority decision rules. Making assumptions
on the behaviour of the individuals is not in agreement with the
self-consistency principle, that key parameters should emerge from
analyses rather than be assumed. In fact, their analysis (Fig. 1(b) in
Kao & Couzin, 2014) shows that if individuals are free to choose
their voting strategy then the wisdom of the crowd effect can be
restored in their model. By forcing the individual behaviour
through an a priori assumption, they were able to show that when
individuals are not free to choose their voting strategy, for example
due to concurrent cognitive, social or environmental constraints,
then intermediate group size canmaximize collective performance.
However, while such assumptions may have value, they should be
explicitly acknowledged and, ideally, justified.

Example 2: sequential collective decisions
First principles applications of optimality theory to other as-

pects of collective decision making have also been attempted. An
early example proposed the application of the Condorcet jury
theorem to decision making by house-hunting honey bee colonies
(Conradt & List, 2009). As described under Question A, this is an
inherently sequential decision problem, for which the appropriate
theory is based on sequential sampling models; yet the review did
also identify the utility of a comprehensive theory of single-shot
decision making from the political science literature (Ben-Yashar
& Nitzan, 1997), which was only fully developed in the collective
animal behaviour literature comparatively recently (example 1
above and Marshall et al., 2019).

Most collective decisions are, however, sequential in nature,
making simple models based on signal detection theory compara-
tively unrealistic. As well as the general, model-free, theory of
sequential decisionmaking (Ratcliff, 1978) outlined under Question
A above, a number of model-based approaches based on first
principles have been derived. Of particular interest are sequential
choice models where focal actors apply Bayesian reasoning to
integrate the social information from the previous choices they
have observed, along with their personal sensory information
(Mann, 2018, 2020). This approach has successfully been applied to
explaining observed variability in decision making that appears
inconsistent with optimality (Mann, 2018), and how collective de-
cision making can function in groups of rational decision-makers
with differing opinions (Mann, 2020). This approach can then be
extended including new quantities to be optimized (Question A),
such as the cognitive costs for information processing (Mann,
2021b) or the resilience to connectivity changes in the social
environment (Mann, 2022).

Example 3: from individual level optimization to emergent collective
behaviour

By considering the quantity that individuals should optimize, it
is possible to build bottom-up self-consistent descriptions of
emergent collective behaviour. This approach is also advocated by
Davis et al. (2022) in a recent article that suggests modelling
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collective animal behaviour as the results of optimal foraging de-
cisions. In their view, optimal foraging theory and the marginal
value theorem offer the mathematical framework to describe the
optimal actions that individuals should take.

This bottom-up approach can explain collective decisionmaking
under a variety of social and ecological conditions. Similarly, Mann
(2021a) has recently shown that minimization of individual
cognitive costs can explain the emergence of cognitive heteroge-
neity within groups of self-interested individuals that make col-
lective foraging decisions. The counterintuitive result of natural
selection for reduced ability has also been documented by
McNamara and Wolf (2022).

This bottom-up modelling approach based on optimal individ-
ual actions is not limited to self-interested individuals but it is also
useful in modelling eusocial species where individuals have aligned
interests. For instance, Lecheval et al. (2021) identified that, in
building transport networks between nests and food patches, in-
dividual wood ants, Formica rufa, trade between patch distance and
food quality. Building their model based on these individual level
rules, they could explain the collective formation and maintenance
of complex transport networks with emergent properties of
network robustness, maximization of energy intake and minimi-
zation of transport costs.
Example 4: including context in the model
To describe, investigate and understand the mechanisms that

regulate collective animal behaviour, it is crucial to include in the
model the context in which the system operates. Considering the
population in isolation from its environment can lead the modeller
to introduce incorrect assumptions. The importance of context in
understanding collective animal behaviour is exemplified by
research explaining the different social interaction mechanisms
employed by ants to regulate foraging activities (Gordon, 2016,
2021a). Ants living in arid deserts do not leave their nest to forage
until they receive social information that food is present. Unsuc-
cessful foraging in the desert is very expensive (in terms of water
loss) and therefore the default behaviour is to avoid exiting the nest
if not told otherwise. The behaviour is diametrically opposed in
ants living in food-abundant environments, as in the tropics. The
default behaviour of these ants is to exit the nest and forage until
they are told otherwise by peers signalling potential dangers
(Gordon, 2016, 2021a).

Considering the specificities of the environment in which the
group operates has also been key in the work by Di Pietro et al.
(2022), who explained how the coordinated behaviour of leaf-
cutter ants could evolve.
Example 5: geometrical aspects
While Chang et al. (2021) expected to find that a multisite-

nesting arboreal ant colony would optimize the transport
network efficiency, their empirical observation did not confirm
their intuition. Instead, they found that a simpler individual
behaviour could explain the observed patterns. Given the
geometrical properties of the environment, individuals following a
simple random walk explained the collective choice of the nest by
arboreal ants.

Including geometrical constraints in models of collective
attention allowed Sosna et al. (2019) to explain an increase in col-
lective sensitivity in the presence of a threat as an adaptive change
of the social interaction network. Indeed, modelling collective de-
cision making as a process made by individuals embedded in a
geometrical space, rather than through spaceless models, can
enable a better understanding of how collective decisions unfold
over time (Couzin et al., 2005; Strandburg-Peshkin et al., 2015), and
generate crucial insight on a general decision-making mechanism
across species (Sridhar et al., 2021).

Question C: At What Level Should Behaviour Be Optimized?

Assuming we correctly identify both the criteria to optimize and
the behavioural mechanisms to be optimized, there remains the
question of at what level selection acts as an optimizing agent.
While this is a general question for behavioural ecology, since in-
dividual level behaviour has a long history of erroneous explana-
tions due to confusion over levels of selection (Wynne-Edwards,
1962), for collective animal behaviour the problem can appear
particularly acute, as collective behaviours manifest at the group
level yet selection acts primarily at the individual level. To reca-
pitulate the evolutionary logic, selection acting on individuals will
far outweigh selection acting on groups when those groups are only
weakly genetically related (Williams, 1966); thus, suicidal behav-
iour to help unrelated members of a population is, for example,
logically impossible. It is only when groups are highly genetically
related that natural selection has the capacity to optimize group
level behaviours directly (Bourke, 2011; Gardner & Grafen, 2009).
For example, in the extreme case of clonal populations, which have
maximal group relatedness, extreme division of labour can arise,
with behavioural and morphological variation among different
members of a group in order to optimize group level behaviour
(Cooper & West, 2018). Since collective animal behaviour re-
searchers study a gamut of species ranging from those living in
unrelated groups, via family groups, through to the eusocial insects,
this question assumes particular importance for the subdiscipline.
In particular, collective animal behaviour offers an interesting new
class of questions: howcan selection for optimality at the individual
level translate to (sub)optimality at the group level?

The earliest example of applying evolutionary reasoning to
living in groups is due to W. D. Hamilton, who considered the se-
lective pressures that could lead to dynamic groups forming due to
predator evasion (Hamilton, 1971). Collective vigilance has also
been modelled as an important ultimate cause for the evolution of
group living (Pulliam, 1973). However, except at a rudimentary
level, these early efforts at explaining group living do not explain
the complex dynamical behaviour observed in many group-living
species. Crucially, in explaining such behaviour, it is essential to
identify the appropriate level of selection to consider. As discussed
above, important early mechanistic modelling work was done in
explaining a variety of collective motion patterns involved in ani-
mal groups consisting of predominantly unrelated individuals
(Couzin et al., 2002). However the rules derived are descriptive
rather than normative, and do not address questions of optimality,
although optimization techniques can be used to rediscover similar
behaviours under simulated predation threat (Demsar et al., 2015;
Wood & Ackland, 2007). Outside of predation risk, identifying
suitable optimization criteria for collective motion is challenging,
but may include aerodynamic or hydrodynamic considerations
(Belden et al., 2019; Li et al., 2021), sensing considerations (Berdahl
et al., 2013), or even the application of emerging ideas from
neuroscience such as ‘surprise minimization’ (Heins et al., 2023) to
explain classical collective motion patterns. As always, however, it
is necessary to offer a justification for the optimization criterion in
terms of what natural selection shapes behaviour for. Other re-
searchers have proposed that information transfer in groups such
as starling flocksmay be important, and have used approaches from
statistical physics to detect and model scale-free correlations in
starling flocks, arguing that increased propagation speed of infor-
mation about predators, for example, helps the flock members
avoid predation (Cavagna et al., 2010). This approach, however, is
implicitly group selectionist in the original sense of Wynne-
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Edwards (1962); therefore, work is needed to identify how selec-
tion at the individual level within groups can give rise to such
effects.

The above examples highlight an interesting source of research
questions for optimality theory in collective animal behaviour, not
present in classical behavioural ecology, namely how individual
level selection can lead to group level optimality. While for the
social insect colony examples discussed in Questions A and B this is
straightforward, since given the extreme reproductive division of
labour in the eusocial insects selection can act effectively at the
superorganismal level (Bourke, 2011; Gordon, 2021b), the imme-
diately preceding examples show that for unrelated groups the
question is much more nuanced. Returning to the collective deci-
sion examples of Questions A and B, one approach is to consider
whether selection on unrelated individuals within a group aligns or
not, which can shift the pressure between optimal signalling, and
optimal signal processing, within a group (Marshall et al., 2017).
Potentially more interesting still is the study of when decision-
making behaviour that is optimal at the individual level leads to
either optimal or suboptimal group level performance. For
example, Reina et al. (2022) have shown that groups of rational
Bayes-optimal decision-makers undergo cascades of incorrect in-
formation when decisions are made simultaneously, and, instead,
collective accuracy is restored in asynchronous scenarios where
better informed individuals emergently decide first. Evolutionary
trajectories in collective animal behaviour in the round can also be
traced out using optimality theory; returning to collective foraging,
for example, Reina and Marshall (2022) showed how individual
level selection transitioning to genuine group level selection can
lead to the progressive refinement of signalling systems.

Behaviour that is at first sight regarded as suboptimal or irra-
tional can be explained by considering the appropriate selection
level (individual or group). For example, experiments with Lasius
niger ants show that individual ants are (irrationally) risk adverse
(De Agro et al., 2021); however, their apparently irrational actions
lead the colony to maximize its throughput with rational, risk-
indifferent, collective behaviour (Hübner & Czaczkes, 2017). Simi-
larly, modelling optimal resource collection at the level of the col-
ony can explain suboptimal foraging behaviour of the individual
ants (Baddeley et al., 2019). Honey bees also work for the interest of
the colony and readily increase their individual level burden to
adaptively change the colony morphology and improve its collec-
tive mechanical stability (Peleg et al., 2018).

In summary, studying optimality of behaviour, whether at group
or individual level, must take into explicit consideration how be-
haviours are selected with respect to the reproductive unit (Fig. 1).
For instance, in eusocial insects, the reproductive unit is primarily
the colony and therefore selection of collective behaviours is
stronger than in group-living species of self-interested animals,
such as fish or birds. Recognizing and applying this correctly allows
a theoretically motivated explanation of (sub)optimality at both the
individual and collective level, offers the potential for studying the
phylogeny of collective behaviour during the transition to group
living, and offers testable hypotheses for behavioural and
comparative studies.

DISCUSSION

Our original motivation for this article has been to argue for an
evolutionary theory of collective animal behaviour. Tinbergen's
‘four questions’ provide an appropriate framework for such a the-
ory, spanning both timescales and levels of explanation (Tinbergen,
1963). In Table 1, we situate the examples reviewed in this article
within that framework. Our focus has been on a comparatively
neglected area of behavioural ecology within its subdiscipline of
collective animal behaviour, the use of optimality theory, to moti-
vate three further questions for those seeking explanations under
the ultimate causal view of Tinbergen: what quantity should be
optimized, what mechanism should be used and at what level
should selection operate? As noted above, the application of opti-
mality theory is not an argument that behaviour should be optimal,
and mismatches between theory and observation necessitate a
revision of theory (Parker& Smith,1990). In fact, the simple models
of optimality theory can be apt to oversimplify. For example, while
elementary collective decision theory indicates that wider inte-
gration of opinions within the group should always be beneficial, a
series of studies of opinion sharing in more complex environments
and more complex decision tasks reveals that density effects can
lead to restricted information sharing improving performance
(Mateo et al., 2019; Rahmani et al., 2020; Talamali et al., 2021).
Thus, the ideal for an evolutionary theory of collective animal
behaviour, as in all of science, is a loop of hypothesis, observation,
revision, resting on well-grounded theoretical predictions.

Author Contributions

J.A.R.M. conceived the manuscript, J.A.R.M. and A.R. wrote the
manuscript.

Declaration of Interest

The authors have no conflicts of interest to declare.

Acknowledgments

We thank Jamie Wood and Ted Pavlic for helpful discussions.
This work was submitted as part of an invited talk and special issue
at The Royal Society in May 2022, on ‘Collective animal behaviour
through time’; J.A.R.M. thanks the organizers of that workshop,
Kate Laskowski and Christos Ioannou, for that invitation, as well as
the participants for feedback. This work was partially funded by the
European Research Council (ERC) under the European Unions Ho-
rizon 2020 Research and Innovation programme (grant agreement
number 647704). A.R. acknowledges support from the Belgian
F.R.S.-FNRS, and the Deutsche Forschungsgemeinschaft (DFG,
German Research Foundation) under Germany's Excellence Strat-
egy e EXC 2117-422037984.

References

Ame, J.-M., Halloy, J., Rivault, C., Detrain, C., & Deneubourg, J. L. (2006). Collegial
decision making based on social amplification leads to optimal group forma-
tion. Proceedings of the National Academy of Sciences of the United States of
America, 103(15), 5835e5840.

Baddeley, R. J., Franks, N. R., & Hunt, E. R. (2019). Optimal foraging and the infor-
mation theory of gambling. Journal of the Royal Society Interface, 16(157), Article
20190162.

Bazazi, S., Arganda, S., Moreau, M., Jeanson, R., & Dussutour, A. (2016). Responses to
nutritional challenges in ant colonies. Animal Behaviour, 111, 235e249.

Belden, J., Mansoor, M. M., Hellum, A., Rahman, S., Meyer, A., Pease, C., Pacheco, J.,
Koziol, S., & Truscott, T. T. (2019). How vision governs the collective behaviour of
dense cycling pelotons. Journal of the Royal Society Interface, 16(156), Article
20190197.

Ben-Yashar, R. C., & Nitzan, S. I. (1997). The optimal decision rule for fixed-size
committees in dichotomous choice situations: The general result. Interna-
tional Economic Review, 175e186.

Berdahl, A., Torney, C. J., Ioannou, C. C., Faria, J. J., & Couzin, I. D. (2013). Emergent
sensing of complex environments by mobile animal groups. Science, 339(6119),
574e576.

Bogacz, R., Brown, E., Moehlis, J., Holmes, P., & Cohen, J. D. (2006). The physics of
optimal decision making: A formal analysis of models of performance in two-
alternative forced-choice tasks. Psychological Review, 113(4), 700.

Bourke, A. F. G. (2011). Principles of social evolution. Oxford University Press.
Cavagna, A., Cimarelli, A., Giardina, I., Parisi, G., Santagati, R., Stefanini, F., & Viale, M.

(2010). Scale-free correlations in starling flocks. Proceedings of the National
Academy of Sciences of the United States of America, 107(26), 11865e11870.

http://refhub.elsevier.com/S0003-3472(24)00038-1/sref1
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref1
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref1
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref1
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref1
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref2
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref2
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref2
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref3
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref3
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref3
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref4
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref4
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref4
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref4
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref5
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref5
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref5
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref5
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref6
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref6
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref6
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref6
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref7
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref7
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref7
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref8
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref9
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref9
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref9
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref9


J. A. R. Marshall, A. Reina / Animal Behaviour 210 (2024) 189e197196
Chandrasekhar, A., Marshall, J. A. R., Austin, C., Navlakha, S., & Gordon, D. M. (2021).
Better tired than lost: Turtle ant trail networks favor coherence over short
edges. PLoS Computational Biology, 17(10), Article e1009523.

Chang, J., Powell, S., Robinson, E. J. H., & Donaldson-Matasci, M. C. (2021). Nest
choice in arboreal ants is an emergent consequence of network creation under
spatial constraints. Swarm Intelligence, 15(1e2), 7e30.

Charnov, E. L. (1976). Optimal foraging, the marginal value theorem. Theoretical
Population Biology, 9(2), 129e136.

Coburn, L., Cerone, L., Torney, C., Couzin, I. D., & Neufeld, Z. (2013). Tactile in-
teractions lead to coherent motion and enhanced chemotaxis of migrating cells.
Physical Biology, 10(4), Article 046002.

Cohen, J. D., McClure, S. M., & Yu, A. J. (2007). Should I stay or should I go? How the
human brain manages the trade-off between exploitation and exploration.
Philosophical Transactions of the Royal Society B: Biological Sciences, 362(1481),
933e942.

Conradt, L., & List, C. (2009). Group decisions in humans and animals: A survey.
Philosophical Transactions of the Royal Society B: Biological Sciences, 364(1518),
719e742.

Cook, Z., Franks, D. W., & Robinson, E. J. H. (2014). Efficiency and robustness of ant
colony transportation networks. Behavioral Ecology and Sociobiology, 68(3),
509e517.

Cooper, G. A., & West, S. A. (2018). Division of labour and the evolution of extreme
specialization. Nature Ecology & Evolution, 2(7), 1161e1167.

Couzin, I. D., & Franks, N. R. (2003). Self-organized lane formation and optimized
traffic flow in army ants. Proceedings of the Royal Society B: Biological Sciences,
270(1511), 139e146.

Couzin, I. D., Krause, J., Franks, N. R., & Levin, S. A. (2005). Effective leadership
and decision-making in animal groups on the move. Nature, 433(7025),
513e516.

Couzin, I. D., Krause, J., James, R., Ruxton, G. D., & Franks, N. R. (2002). Collective
memory and spatial sorting in animal groups. Journal of Theoretical Biology,
218(1), 1e11.

Davidescu, M. R., Romanczuk, P., Gregor, T., & Couzin, I. D. (2023). Growth produces
coordination trade-offs in Trichoplax adhaerens, an animal lacking a central
nervous system. Proceedings of the National Academy of Sciences of the United
States of America, 120(11), 1e8.

Davies, N. B., Krebs, J. R., & West, S. A. (2012). An introduction to behavioural ecology.
John Wiley & Sons.

Davis, G. H., Crofoot, M. C., & Farine, D. R. (2022). Using optimal foraging theory to
infer how groups make collective decisions. Trends in Ecology & Evolution,
37(11), 942e952.

De Agr`o, M., Grimwade, D., Bach, R., & Czaczkes, T. J. (2021). Irrational risk aversion
in an ant. Animal Cognition, 24(6), 1237e1245.

Demsar, J., Hemelrijk, C. K., Hildenbrandt, H., & Bajec, I. L. (2015). Simulating
predator attacks on schools: Evolving composite tactics. Ecological Modelling,
304, 22e33.

Di Pietro, V., Govoni, P., Chan, K. H., Oliveira, R. C., Wenseleers, T., & van den Berg, P.
(2022). Evolution of self-organised division of labour driven by stigmergy in
leaf-cutter ants. Scientific Reports, 12, Article 21971.

Fawcett, T. W., Fallenstein, B., Higginson, A. D., Houston, A. I., Mallpress, D. E.,
Trimmer, P. C., & McNamara, J. M. (2014). The evolution of decision rules in
complex environments. Trends in Cognitive Sciences, 18(3), 153e161.

Franks, N. R., Dornhaus, A., Fitzsimmons, J. P., & Stevens, M. (2003). Speed versus
accuracy in collective decision making. Proceedings of the Royal Society B: Bio-
logical Sciences, 270(1532), 2457e2463.

Franks, N. R., Hardcastle, K. A., Collins, S., Smith, F. D., Sullivan, K. M. E.,
Robinson, E. J. H., & Sendova-Franks, A. B. (2008). Can ant colonies choose a far-
and-away better nest over an in-the-way poor one? Animal Behaviour, 76(2),
323e334.

Franks, N. R., Richardson, T. O., Stroeymeyt, N., Kirby, R., Amos, W., Hogan, P.,
Marshall, J. A. R., & Schlegel, T. (2013). Speedecohesion trade-offs in collective
decision making in ants and the concept of precision in animal behaviour.
Animal Behaviour, 85(6), 1233e1244.

Fudenberg, D., Strack, P., & Strzalecki, T. (2018). Speed, accuracy, and the optimal
timing of choices. American Economic Review, 108(12), 3651e3684.

Galton, F. (1907). Vox populi (the wisdom of crowds). Nature, 75(7), 450e451.
Gardner, A., & Grafen, A. (2009). Capturing the superorganism: A formal theory of

group adaptation. Journal of Evolutionary Biology, 22(4), 659e671.
Gordon, D. M. (2016). The evolution of the algorithms for collective behavior. Cell

Systems, 3(6), 514e520.
Gordon, D. M. (2021a). Measuring collective behavior: An ecological approach.

Theory in Biosciences, 140(4), 353e360.
Gordon, D. M. (2021b). Movement, encounter rate, and collective behavior in ant

colonies. Annals of the Entomological Society of America, 114(5), 541e546.
Green, D. M., & Swets, J. A. (1966). Signal detection theory and psychophysics. Wiley.
Hamilton, W. D. (1964). The genetical evolution of social behaviour I and II. Journal

of Theoretical Biology, 7(1), 1e52.
Hamilton, W. D. (1971). Geometry for the selfish herd. Journal of Theoretical Biology,

31(2), 295e311.
Heins, C., Millidge, B., da Costa, L., Mann, R., Friston, K., & Couzin, I. D. (2023).

Collective behavior from surprise minimization. arXiv. https://doi.org/10.48550/
arXiv.2307.14804

Holldobler, B., & Wilson, E. O. (2009). The superorganism: The beauty, elegance, and
strangeness of insect societies. W. W. Norton.
Houston, A. I., Higginson, A. D., & McNamara, J. M. (2011). Optimal foraging for
multiple nutrients in an unpredictable environment. Ecology Letters, 14(11),
1101e1107.

Houston, A. I., & McNamara, J. M. (1999). Models of adaptive behaviour: An approach
based on state. Cambridge University Press.

Houston, A. I., & McNamara, J. M. (2002). A selfeconsistent approach to paternity
and parental effort. Philosophical Transactions of the Royal Society B: Biological
Sciences, 357(1419), 351e362.

Hübner, C., & Czaczkes, T. J. (2017). Risk preference during collective decision
making: Ant colonies make risk-indifferent collective choices. Animal Behaviour,
132, 21e28.

Hunt, E. R., Franks, N. R., & Baddeley, R. J. (2020). The Bayesian superorganism:
Externalized memories facilitate distributed sampling. Journal of the Royal So-
ciety Interface, 17(167), Article 20190848.

Johnson, D. D., & Fowler, J. H. (2011). The evolution of overconfidence. Nature,
477(7364), 317e320.

Kacelnik, A., Houston, A. I., & Schmid-Hempel, P. (1986). Central-place foraging in
honey bees: The effect of travel time and nectar flow on crop filling. Behavioral
Ecology and Sociobiology, 19(1), 19e24.

Kao, A. B., & Couzin, I. D. (2014). Decision accuracy in complex environments is
often maximized by small group sizes. Proceedings of the Royal Society B: Bio-
logical Sciences, 281(1784), Article 20133305.

Kelly, J. L. (1956). A new interpretation of information rate. Bell System Technical
Journal, 35(4), 917e926.

King, A. J., & Cowlishaw, G. (2007). When to use social information: The advantage
of large group size in individual decision making. Biology Letters, 3(2), 137e139.

Latty, T., & Beekman, M. (2011). Speedeaccuracy trade-offs during foraging de-
cisions in the acellular slime mould Physarum polycephalum. Proceedings of the
Royal Society B: Biological Sciences, 278(1705), 539e545.

Lecheval, V., Larson, H., Burns, D. D. R., Ellis, S., Powell, S., Donaldson-Matasci, M. C.,
& Robinson, E. J. H. (2021). From foraging trails to transport networks: How the
quality-distance trade-off shapes network structure. Proceedings of the Royal
Society B: Biological Sciences, 288(1949). rspb.2021.0430.

Li, L., Ravi, S., Xie, G., & Couzin, I. D. (2021). Using a robotic platform to study the
influence of relative tailbeat phase on the energetic costs of side-by-side
swimming in fish. Proceedings of the Royal Society A: Mathematical, Physical
and Engineering Sciences, 477(2249). rspa.2020.0810.

Mangel, M., & Clark, C. W. (1988). Dynamic modeling in behavioral ecology (Vol. 63).
Princeton University Press.

Mann, R. P. (2018). Collective decision making by rational individuals. Proceedings of
the National Academy of Sciences of the United States of America, 115(44),
E10387eE10396.

Mann, R. P. (2020). Collective decision-making by rational agents with differing
preferences. Proceedings of the National Academy of Sciences of the United States
of America, 117(19), 10388e10396.

Mann, R. P. (2021a). Evolution of heterogeneous perceptual limits and indifference
in competitive foraging. PLoS Computational Biology, 17(2), Article e1008734.

Mann, R. P. (2021b). Optimal use of simplified social information in sequential
decision-making. Journal of the Royal Society Interface, 18(179), Article
20210082.

Mann, R. P. (2022). Collective decision-making under changing social environments
among agents adapted to sparse connectivity. Collective Intelligence, 1(2).

Marshall, J. A. R. (2015). Social evolution and inclusive fitness theory. Princeton
University Press.

Marshall, J. A. R. (2019). Comment on ‘optimal policy for multialternative decisions’.
bioRxiv. https://doi.org/10.1101/2019.12.18.880872

Marshall, J. A. R., Bogacz, R., Dornhaus, A., Planque, R., Kovacs, T., & Franks, N. R.
(2009). On optimal decision-making in brains and social insect colonies. Journal
of the Royal Society Interface, 6(40), 1065e1074.

Marshall, J. A., Brown, G., & Radford, A. N. (2017). Individual confidence-weighting
and group decision-making. Trends in Ecology & Evolution, 32(9), 636e645.

Marshall, J. A. R., Favreau-Peigne, A., Fromhage, L., McNamara, J. M., Meah, L. F. S., &
Houston, A. I. (2015). Cross inhibition improves activity selection when
switching incurs time costs. Current Zoology, 61(2), 242e250.

Marshall, J. A. R., Kurvers, R. H. J. M., Krause, J., & Wolf, M. (2019). Quorums enable
optimal pooling of independent judgements in biological systems. eLife, 8,
Article e40368.

Marshall, J. A. R., Reina, A., Hay, C., Dussutour, A., & Pirrone, A. (2021). Magnitude-
sensitive reaction times reveal non-linear time costs in multi-alternative de-
cision-making. PLoS Computational Biology, 18(10), Article e1010523.

Marshall, J. A. R., Trimmer, P. C., Houston, A. I., & McNamara, J. M. (2013). On
evolutionary explanations of cognitive biases. Trends in Ecology & Evolution,
28(8), 469e473.

Mateo, D., Horsevad, N., Hassani, V., Chamanbaz, M., & Bouffanais, R. (2019).
Optimal network topology for responsive collective behavior. Science Advances,
5(4), Article eaau0999.

Mayr, E. (1961). Cause and effect in biology. Science, 134(3489), 1501e1506.
McNamara, J., & Houston, A. (1980). The application of statistical decision theory to

animal behaviour. Journal of Theoretical Biology, 85(4), 673e690.
McNamara, J. M., & Houston, A. I. (1986). The common currency for behavioral

decisions. American Naturalist, 127(3), 358e378.
McNamara, J. M., & Houston, A. I. (1992). Evolutionarily stable levels of vigilance as a

function of group size. Animal Behaviour, 43(4), 641e658.
McNamara, J. M., & Houston, A. I. (2009). Integrating function and mechanism.

Trends in Ecology & Evolution, 24(12), 670e675.

http://refhub.elsevier.com/S0003-3472(24)00038-1/sref10
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref10
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref10
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref11
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref11
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref11
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref11
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref11
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref12
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref12
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref12
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref13
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref13
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref13
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref14
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref14
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref14
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref14
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref14
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref15
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref15
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref15
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref15
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref16
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref16
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref16
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref16
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref17
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref17
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref17
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref17
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref18
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref18
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref18
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref18
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref19
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref19
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref19
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref19
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref20
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref20
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref20
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref20
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref21
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref21
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref21
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref21
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref21
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref22
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref22
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref22
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref23
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref23
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref23
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref23
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref23
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref24
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref24
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref24
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref25
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref25
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref25
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref25
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref26
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref26
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref26
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref27
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref27
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref27
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref27
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref28
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref28
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref28
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref28
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref29
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref29
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref29
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref29
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref29
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref30
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref30
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref30
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref30
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref30
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref30
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref31
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref31
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref31
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref32
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref32
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref33
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref33
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref33
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref34
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref34
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref34
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref35
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref35
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref35
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref36
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref36
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref36
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref37
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref38
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref38
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref38
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref39
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref39
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref39
https://doi.org/10.48550/arXiv.2307.14804
https://doi.org/10.48550/arXiv.2307.14804
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref41
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref41
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref42
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref42
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref42
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref42
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref43
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref43
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref44
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref44
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref44
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref44
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref44
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref45
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref45
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref45
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref45
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref46
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref46
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref46
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref47
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref47
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref47
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref48
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref48
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref48
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref48
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref49
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref49
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref49
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref50
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref50
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref50
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref51
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref51
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref51
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref52
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref52
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref52
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref52
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref52
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref53
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref53
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref53
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref53
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref54
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref54
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref54
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref54
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref55
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref55
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref56
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref56
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref56
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref56
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref57
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref57
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref57
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref57
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref58
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref58
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref59
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref59
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref59
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref60
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref60
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref61
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref61
https://doi.org/10.1101/2019.12.18.880872
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref63
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref63
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref63
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref63
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref64
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref64
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref64
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref64
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref65
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref65
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref65
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref65
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref66
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref66
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref66
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref67
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref67
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref67
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref68
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref68
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref68
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref68
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref68
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref69
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref69
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref69
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref70
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref70
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref71
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref71
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref71
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref72
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref72
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref72
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref73
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref73
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref73
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref74
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref74
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref74
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref74


J. A. R. Marshall, A. Reina / Animal Behaviour 210 (2024) 189e197 197
McNamara, J. M., Trimmer, P. C., Eriksson, A., Marshall, J. A. R., & Houston, A. I.
(2011). Environmental variability can select for optimism or pessimism. Ecology
Letters, 14(1), 58e62.

McNamara, J. M., & Wolf, M. (2022). Social interaction can select for reduced ability.
Proceedings of the Royal Society B: Biological Sciences, 289(1985).

Mesterton-Gibbons, M., & Dugatkin, L. A. (1999). On the evolution of delayed
recruitment to food bonanzas. Behavioral Ecology, 10(4), 377e390.

Metz, J. A. J., Nisbet, R. M., & Geritz, S. A. H. (1992). How should we define fitness for
general ecological scenarios? Trends in Ecology & Evolution, 7(6), 198e202.

Miller, M. B., & Bassler, B. L. (2001). Quorum sensing in bacteria. Annual Review of
Microbiology, 55(1), 165e199.

Nieh, J. C. (2010). A negative feedback signal that is triggered by peril curbs honey
bee recruitment. Current Biology, 20(4), 310e315.

Oster, G. F., & Wilson, E. O. (1978). Caste and ecology in the social insects. Princeton
University Press.

Pais, D., Hogan, P. M., Schlegel, T., Franks, N. R., Leonard, N. E., & Marshall, J. A. R.
(2013). A mechanism for value-sensitive decision-making. PLoS One, 8(9),
Article e73216.

Parker, G. A., Simmons, L. W., & Ward, P. I. (1993). Optimal copula duration in
dungflies: Effects of frequency dependence and female mating status. Behav-
ioral Ecology and Sociobiology, 32(3), 157e166.

Parker, G. A., & Smith, J. M. (1990). Optimality theory in evolutionary biology. Na-
ture, 348(6296), 27e33.

Peleg, O., Peters, J. M., Salcedo, M. K., & Mahadevan, L. (2018). Collective mechanical
adaptation of honeybee swarms. Nature Physics, 14(12), 1193e1198.

Pirrone, A., Azab, H., Hayden, B. Y., Stafford, T., & Marshall, J. A. R. (2018). Evidence
for the speedevalue trade-off: Human and monkey decision making is
magnitude sensitive. Decision, 5(2), 129.

Pirrone, A., Reina, A., Stafford, T., Marshall, J. A. R., & Gobet, F. (2022). Magnitude-
sensitivity: Rethinking decision-making. Trends in Cognitive Sciences, 26(1),
66e80.

Pirrone, A., Stafford, T., & Marshall, J. A. R. (2014). When natural selection should
optimize speed-accuracy trade-offs. Frontiers in Neuroscience, 8, 73.

Pleasants, J. M. (1989). Optimal foraging by nectarivores: A test of the marginal-
value theorem. American Naturalist, 134(1), 51e71.

Pulliam, H. R. (1973). On the advantages of flocking. Journal of Theoretical Biology, 38,
419e422.

Rahmani, P., Peruani, F., & Romanczuk, P. (2020). Flocking in complex environments
attention trade-offs in collective information processing. PLoS Computational
Biology, 16(4), Article e1007697.

Rands, S. A., Cowlishaw, G., Pettifor, R. A., Rowcliffe, J. M., & Johnstone, R. A. (2003).
Spontaneous emergence of leaders and followers in foraging pairs. Nature,
423(6938), 432e434.

Ratcliff, R. (1978). A theory of memory retrieval. Psychological Review, 85(2), 59.
Reid, C. R., Lutz, M. J., Powell, S., Kao, A. B., Couzin, I. D., & Garnier, S. (2015). Army

ants dynamically adjust living bridges in response to a costebenefit trade-off.
Proceedings of the National Academy of Sciences of the United States of America,
112(49), 15113e15118.

Reid, C. R., MacDonald, H., Mann, R. P., Marshall, J. A. R., Latty, T., & Garnier, S. (2016).
Decision-making without a brain: How an amoeboid organism solves the two-
armed bandit. Journal of the Royal Society Interface, 13(119), Article 20160030.

Reina, A., Bose, T., Srivastava, V., & Marshall, J. A. R. (2022). Asynchrony rescues
statistically-optimal group decisions from information cascades through
emergent leaders. Royal Society Open Science, 10, Article 230175.

Reina, A., & Marshall, J. A. R. (2022). Negative feedback may suppress variation to
improve collective foraging performance. PLoS Computational Biology, 18(5),
Article e1010090.

Reina, A., Zakir, R., De Masi, G., & Ferrante, E. (2023). Cross-inhibition leads to group
consensus despite the presence of strongly opinionated minorities and asocial
behaviour. Communications Physics, 6, 236.

Robinson, E. J. H., Jackson, D. E., Holcombe, M., & Ratnieks, F. L. W. (2005). No entry
signal in ant foraging. Nature, 438(7067), 442e442.
Seeley, T. D., & Visscher, P. K. (2004). Quorum sensing during nest-site selection by
honeybee swarms. Behavioral Ecology and Sociobiology, 56(6), 594e601.

Seeley, T. D., Visscher, P. K., Schlegel, T., Hogan, P. M., Franks, N. R., & Marshall, J. A. R.
(2012). Stop signals provide cross inhibition in collective decision-making by
honeybee swarms. Science, 335(6064), 108e111.

Shaffer, Z., Sasaki, T., & Pratt, S. C. (2013). Linear recruitment leads to allocation and
flexibility in collective foraging by ants. Animal Behaviour, 86(5), 967e975.

Sibly, R. M. (1983). Optimal group size is unstable. Animal Behaviour.
Smith, J. M. (1982). Evolution and the theory of games. Cambridge University Press.
Smith, J., & Price, G. R. (1973). The logic of animal conflict. Nature, 246(5427),

15e18.
Sosna, M. M. G., Twomey, C. R., Bak-Coleman, J., Poel, W., Daniels, B. C.,

Romanczuk, P., & Couzin, I. D. (2019). Individual and collective encoding of risk
in animal groups. Proceedings of the National Academy of Sciences of the United
States of America, 116(41), 20556e20561.

Sridhar, V. H., Li, L., Gorbonos, D., Nagy, M., Schell, B. R., Sorochkin, T., Gov, N. S., &
Couzin, I. D. (2021). The geometry of decision-making in individuals and col-
lectives. Proceedings of the National Academy of Sciences of the United States of
America, 118(50), Article e2102157118.

Steverson, K., Chung, H.-K., Zimmermann, J., Louie, K., & Glimcher, P. (2019).
Sensitivity of reaction time to the magnitude of rewards reveals the cost-
structure of time. Scientific Reports, 9(1), 1e14.

Strandburg-Peshkin, A., Farine, D. R., Couzin, I. D., & Crofoot, M. C. (2015). Shared
decision-making drives collective movement in wild baboons. Science,
348(6241), 1358e1361.

Sumpter, D. J. T. (2010). Collective animal behavior. Princeton University Press.
Tajima, S., Drugowitsch, J., Patel, N., & Pouget, A. (2019). Optimal policy for multi-

alternative decisions. Nature Neuroscience, 22, 1503e1511.
Tajima, S., Drugowitsch, J., & Pouget, A. (2016). Optimal policy for value-based de-

cision-making. Nature Communications, 7, Article 12400.
Talamali, M. S., Saha, A., Marshall, J. A. R., & Reina, A. (2021). When less is more:

Robot swarms adapt better to changes with constrained communication. Sci-
ence Robotics, 6(56), Article eabf1416.

Teodorescu, A. R., Moran, R., & Usher, M. (2016). Absolutely relative or relatively
absolute: Violations of value invariance in human decision making. Psycho-
nomic Bulletin & Review, 23(1), 22e38.

Tinbergen, N. (1963). On aims and methods of ethology. Zeitschrift fur tierpsycho-
logie, 20(4), 410e433.

Tregenza, T. (1995). Building on the ideal free distribution. Advances in Ecological
Research, 26, 253e307.

van der Marel, A., L�opez-Darias, M., & Waterman, J. M. (2019). Group-enhanced
predator detection and quality of vigilance in a social ground squirrel. Animal
Behaviour, 151, 43e52.

Vickery, W. L., Giraldeau, L.-A., Templeton, J. J., Kramer, D. L., & Chapman, C. A.
(1991). Producers, scroungers, and group foraging. American Naturalist, 137(6),
847e863.

Wald, A., & Wolfowitz, J. (1948). Optimum character of the sequential probability
ratio test. Annals of Mathematical Statistics, 326e339.

Wheeler, W. M. (1911). The ant-colony as an organism. Journal of Morphology, 22(2),
307e325.

Wheeler, W. M. (1926). Emergent evolution and the social. Science, 64(1662),
433e440.

Williams, G. C. (1966). Adaptation and natural selection. Princeton University Press.
Wolf, M., Kurvers, R. H. J. M., Ward, A. J. W., Krause, S., & Krause, J. (2013). Accurate

decisions in an uncertain world: Collective cognition increases true positives
while decreasing false positives. Proceedings of the Royal Society B: Biological
Sciences, 280(1756), Article 20122777.

Wood, A. J., & Ackland, G. J. (2007). Evolving the selfish herd: Emergence of distinct
aggregating strategies in an individual-based model. Proceedings of the Royal
Society B: Biological Sciences, 274(1618), 1637e1642.

Wynne-Edwards, V. C. (1962). Animal dispersion in relation to social behaviour
(Hafner).

http://refhub.elsevier.com/S0003-3472(24)00038-1/sref75
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref75
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref75
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref75
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref76
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref76
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref77
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref77
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref77
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref78
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref78
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref78
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref78
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref79
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref79
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref79
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref80
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref80
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref80
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref81
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref81
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref82
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref82
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref82
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref83
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref83
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref83
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref83
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref84
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref84
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref84
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref85
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref85
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref85
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref86
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref86
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref86
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref86
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref87
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref87
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref87
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref87
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref88
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref88
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref89
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref89
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref89
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref90
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref90
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref90
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref91
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref91
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref91
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref92
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref92
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref92
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref92
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref93
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref94
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref94
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref94
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref94
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref94
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref94
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref95
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref95
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref95
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref96
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref96
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref96
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref97
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref97
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref97
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref98
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref98
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref98
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref99
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref99
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref99
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref100
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref100
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref100
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref101
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref101
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref101
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref101
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref102
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref102
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref102
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref103
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref104
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref105
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref105
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref105
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref106
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref106
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref106
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref106
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref106
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref107
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref107
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref107
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref107
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref108
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref108
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref108
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref108
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref109
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref109
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref109
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref109
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref110
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref111
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref111
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref111
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref112
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref112
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref113
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref113
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref113
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref114
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref114
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref114
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref114
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref114
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref115
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref115
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref115
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref116
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref116
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref116
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref117
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref117
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref117
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref117
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref117
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref118
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref118
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref118
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref118
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref119
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref119
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref119
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref120
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref120
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref120
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref121
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref121
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref121
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref122
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref123
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref123
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref123
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref123
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref124
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref124
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref124
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref124
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref125
http://refhub.elsevier.com/S0003-3472(24)00038-1/sref125

	On aims and methods of collective animal behaviour
	Three questions for collective animal behaviour models
	Question A: What Quantity Should Be Optimized?
	Example 1: collective decision making
	Example 2: collective emigration
	Example 3: collective foraging

	Question B: What Behavioural Mechanism Should Be Used?
	Example 1: simple majority quorum rules
	Example 2: sequential collective decisions
	Example 3: from individual level optimization to emergent collective behaviour
	Example 4: including context in the model
	Example 5: geometrical aspects

	Question C: At What Level Should Behaviour Be Optimized?

	Discussion
	Author Contributions
	Declaration of Interest
	Acknowledgments
	References


